Series solution of stagnation slip flow and heat transfer by means of the homotopy analysis method
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An analytical approximation for the similarity solutions of the two- and three- dimensional stagnation slip flow and heat transfer is obtained by using the homotopy analysis method. This method is a series expansion method, but it is different from the perturbation perturbation technique, because it is independent of small physical parameters at all. Instead, it is based on a continuous mapping in topology so that it is applicable for not only weakly but also strongly nonlinear flow phenomena. Convergent \([m,m]\) homotopy Padé approximants are obtained and compared with the numerical results and the asymptotic approximations. It is found that the homotopy Padé approximants agree well with the numerical results. The effects of the slip length \(\ell\) and the thermal slip constant \(\beta\) on the heat transfer characteristics are investigated and discussed.
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Stagnation flow on a surface is of great importance in many convection cooling processes\[^1\]. In Prandtl boundary layer theory\[^2\], the fluid is assumed to be at rest relative to the solid wall. For macroscopic applications such a no-slip condition is undoubted but recently a number of experiments suggested a violation of the no-slip boundary condition at micro and nano scales\[^3\text{-}^6\]. Instead of the no-slip boundary condition, Navier\[^7\] first introduced a slip boundary condition where the slip velocity near the wall is proportional to the local shear stress, i.e.,

\[
u = \ell \frac{\partial u}{\partial n},
\]

where \(u\) is the tangential velocity, \(n\) is the normal vector to the plate, and \(\ell > 0\) is the constant slip length, which equals in the magnitude of the fictitious distance below the surface where the no-slip boundary condition would be satisfied. As a matter of fact, the Navier boundary condition and the no-slip boundary condition proposed by Bernoulli and Stokes came into being almost in the same period. However, it was not until the late 20th century that the Navier boundary condition was re-recognized by the academic circles and industry thanks its application in the nano science and technology.

Theoretical and experimental studies show that the slip on the solid interface has two forms of appearance. One is the so-called molecular or intrinsic slip. For the gaseous nano fluid, when the Knudsen number, the ratio of the molecular mean free path length to a representative physical length scale, is between \(10^{-3} < Kn < 10^{-1}\), according to the classification of Schaaf and Chambre\[^8\], the gas-fluid enters the slip-flow and thermal jump regime. Also, the experiences\[^3\text{-}^9\] show that if the shear force on the fluid-solid interface reaches a certain threshold, like the plastic flow in the solid mechanics, the liquid molecules will slip along the solid
interface. Since the fluid velocity on the solid interface does not equal zero, the molecular slip is the real slip. The second form of appearance is the so-called apparent slip. Different from the molecular slip, from the micro-scale point of view, the flow does not slip along the solid interface. Instead, it forms a singular layer on the solid interface where the fluid velocity profile increases with a large gradient from zero on the solid to where the no-slip condition appears to be invalid. Because of its very thin thickness, it is reasonable to regard the maximum velocity to be the slip velocity. Thus, it is called the apparent slip. Examples belonging to this category are electrokinetics\cite{10} and acoustic streaming\cite{11}, etc. In general, no matter which kind of the slip appearance is, from the theoretical and engineering point of view, the micro and nano boundary-layer flow problem can be presented by the Navier-Stokes equation subject to the Navier slip boundary condition.

In this paper we obtain similar solutions for the stagnation slip flows under the Navier boundary condition. Two-dimensional and three-dimensional flows are considered. For the two-dimensional stagnation flow, the Cartesian coordinate system is used, where \( x \) is measured along the plate and \( y \) normal to it. The velocities \( u, v \) are along the \( x \) and \( y \)-axis respectively. The velocity distribution for the potential flow in the neighborhood of the stagnation point at \( x = y = 0 \) is given by

\[
U = ax, \quad V = -ay, \tag{2}
\]

where \( a \) is a constant. By the similarity transform:

\[
u = \frac{a}{\sqrt{v}} \eta, \quad \eta = \sqrt{\frac{a}{v}} y, \tag{3}
\]

the Navier-Stokes equation leads to

\[
f'' + ff'' - f'(f')^2 + 1 = 0, \tag{4}
\]

where \( v \) is the kinematic viscosity and the prime denotes differentiation with respect to \( \eta \). For the three-dimensional axisymmetric flow, we shall use the cylindrical coordinates \((r, \phi, y)\) and assume the solid wall is located at \( y = 0 \), the stagnation point is located at the origin and that the flow is in the direction of the negative \( y \)-axis. The potential velocity field is

\[
U = ar, \quad V = -2ay. \tag{5}
\]

Let \( u, w \) be the radial and the axial velocity components respectively. The similarity transform:

\[
u = arf'(\eta), \quad w = -2\sqrt{v/\eta} f(\eta), \tag{6}
\]

reduces the Navier-Stokes equation to

\[
f'' + 2ff'' - (f')^2 + 1 = 0. \tag{7}
\]

The boundary conditions for the two-dimensional and the three-dimensional flows reduce to

\[
f'(\infty) = 1, \quad f(0) = 0, \quad f'(0) = \ell^* f''(0), \tag{8}
\]

where \( \ell^* = \ell \sqrt{a/v} \). Asterisk denotes the dimensionless variable and will be dropped from here afterwards.

Let the temperature far from the plate be \( T_\infty \) and the temperature on the plate be \( T_0 \). Introduce a dimensionless temperature \( \theta(\eta) \) as

\[
\theta = \frac{T - T_\infty}{T_0 - T_\infty}. \tag{9}
\]

The energy equation in the nondimensional form becomes

\[
\theta'' + Prf \theta' = 0, \tag{10}
\]

for the two-dimensional flow and

\[
\theta'' + 2Prf \theta' = 0, \tag{11}
\]

for the three-dimensional axisymmetric flow, where \( Pr \) is the Prandtl number, which is interpreted as the relative thickness of the velocity and the thermal boundary layers: \( Pr = 1 \) gives boundary layers of equal thickness, \( Pr > 1 \) gives a thinner velocity boundary layer as momentum transfer is more rapid than heat transfer. For the temperature, the jump boundary condition developed by von Smoluchowski\cite{12} is generally applied at the micro and nano scale, and may be written as

\[
T - T_\infty = \beta T_y, \tag{12}
\]

where \( \beta \) is a proportionality constant\cite{6,13,14}. The substitution of eq. (9) into (12) yields

\[
\theta(0) = 1 + \beta \theta'(0), \tag{13}
\]

where \( \beta = \beta \sqrt{a/v} (T_0 - T_\infty) \) is the thermal slip constant. The asterisk will be dropped from here afterwards. The appropriate boundary condition at infinity is

\[
\theta(\infty) = 0. \tag{14}
\]

The existence of a similar solution for the stagnation flows with slips has been studied by Ishimura and Ushijima\cite{15}. However, generally speaking, we encounter considerable mathematical difficulties in obtaining the exact solution for the boundary layer flow; so that it can only be obtained by numerical method or series expansion methods. Among the commonly-used series expansion methods, the perturbation method\cite{16-23} is one of the most successful ones. Nowadays, it has been
widely applied to many aspects of nonlinear science and engineering. The perturbation theory features in its clear physical description, so that it helps people better to understand the nonlinear problems. Through the perturbation analysis, Wang \[13\] obtained the asymptotic property for large $\ell$:

$$
\phi'(0) \sim \frac{-\sqrt{2 Pr/\pi}}{1 + \beta \sqrt{2 Pr/\pi}}, \tag{15}
$$

for two-dimensional flow and

$$
\phi'(0) \sim \frac{2 \sqrt{Pr/\pi}}{1 + 2 \beta \sqrt{Pr/\pi}}, \tag{16}
$$

for axisymmetric flow. However, as all scientific methods, the perturbation method has its limitations as well. It is dependent upon the expansion of a small/large parameter so that it may fail when there is no small/large parameter or the parameter is not sufficiently small/large, as pointed out by Poincare\[24\]. To overcome this problem, various non-perturbation methods came into being, such as the Lyapunov artificial small parameter method\[25\], the $\delta$-expansion method\[26,27\] and the Adomian decomposition method\[28–31\]. In 1992, Liao proposed a new analytic method for nonlinear problems, namely the homotopy analysis method\[32\]. It is independent of any small/large physical parameters at all. Besides, it is also a unified method logically containing the above-mentioned non-perturbation methods. Furthermore, it can be elegantly combined with many mathematical techniques, such as the Padé method, the numerical methods and so forth. Especially, unlike other analytic techniques, the homotopy analysis method itself provides a convenient way to control and adjust the convergence of solutions series\[33\]. Some new solutions have been found by means of the homotopy analysis method\[34\], which were never reported even by means of numerical techniques. Thanks to these advantages, it has been widely applied to many aspects of nonlinear problems\[33–41\]. In the next section, we present the solution process of the homotopy analysis method.

1 Homotopy analysis method

Let’s define the (jointly continuous) maps $F(\eta; q) \mapsto f(\eta)$ and $\Theta(\eta; q) \mapsto \theta(\eta)$, where the embedding parameter $q \in [0,1]$, such that, as $q$ increases from 0 to 1, $F(\eta; q)$ and $\Theta(\eta; q)$ vary from the initial guesses to the exact solutions $f(\eta)$ and $\theta(\eta)$, respectively. To ensure this, we construct the following zero-order deformation equations of the governing equations:

$$(1-q)L_f[F(\eta; q) - f_0(\eta)] + h q N_f[F(\eta; q)], \tag{17}$$

$$L_0[\Theta(\eta; q) - \theta_0(\eta)] + h q N_0[F(\eta; q), \Theta(\eta; q)], \tag{18}$$

where $h \neq 0$ is a convergence-control parameter\[41\] which helps ensure the convergence of the solution series; the operator $N_f[F(\eta; q)]$ is defined by the governing equation (4) or (7); $N_0[F(\eta; q), \Theta(\eta; q)]$ is defined by the governing equation (10) or (11) depending on the two-dimensional or the three-dimensional case. A parameter $\lambda = 1, 2$ is introduced so that either $N_f$ or $N_0$ can be expressed by

$$N_f[F(\eta; q)] := \frac{\partial^3 F}{\partial \eta^3} + \lambda F \frac{\partial^2 F}{\partial \eta^2} - \left(\frac{\partial F}{\partial \eta}\right)^2 + 1, \tag{19}$$

$$N_0[F(\eta; q), \Theta(\eta; q)] := \frac{\partial^2 \Theta}{\partial \eta^2} + \lambda Pr \frac{\partial \Theta}{\partial \eta}. \tag{20}$$

Here, $\lambda = 1$ corresponds to the two-dimensional flow and $\lambda = 2$ corresponds to the axisymmetric flow. The boundary conditions (8), (13) and (14) yield

$F(0, q) = 0, \quad \frac{\partial F}{\partial \eta}(\infty; q) = 0, \quad \Theta(\infty; q) = 0, \tag{21}$$

$$\frac{\partial F}{\partial \eta}(0; q) - \ell \frac{\partial^2 F}{\partial \eta^2}(0; q) = 0, \tag{22}$$

$$\Theta(0; q) - \beta \frac{\partial \Theta}{\partial \eta}(0; q) = 0. \tag{23}$$

$L_f$ and $L_0$ are auxiliary linear operators defined by

$$L_f := \frac{\partial^3}{\partial \eta^3} - \frac{\partial}{\partial \eta}, \tag{24}$$

$$L_0 := \frac{\partial^2}{\partial \eta^2} + \frac{\partial}{\partial \eta}. \tag{25}$$

Clearly, when $q = 0$, the zero-order deformation equations (17), (18) and (21) to (23) give rise to

$F(\eta; 0) = f_0(\eta), \quad \Theta(\eta; 0) = \theta_0(\eta). \tag{26}$$

When $q = 1$, they become

$F(\eta; 1) = f(\eta), \quad \Theta(\eta; 1) = \theta(\eta). \tag{27}$$

Here, $f_0(\eta)$ and $\theta_0$ are initial guesses. It is known that the boundary-layer flows velocity and temperature distributions are exponential decaying; therefore, it is
reasonable to assume that both \( f(\eta) \) and \( \theta(\eta) \) contain the exponential function. Secondly, according to the second equation in eq. (21), \( f_0(\eta) \) cannot be expressed by pure exponential functions only. It needs some kind of function which has the property that the first derivative is 1. Thus we can assume the initial guess of \( f(\eta) \) is

\[
f_0(\eta) = c_1 + \eta + c_2 \exp(-\eta),
\]

where \( c_1 \) and \( c_2 \) are constants to be determined by the first equation in eqs. (21) and (22), such that

\[
f_0(\eta) = -\frac{1}{1 + \ell} + \eta + \frac{1}{1 + \ell} \exp(-\eta).
\]  
(28)

The initial guess of \( \theta(\eta) \) is simple. We can assume \( \theta_0(\eta) = d_1 \exp(-\eta) \), with the constant \( d_1 \) being determined by eq. (23), such that

\[
\theta_0(\eta) = \frac{1}{1 + \beta} \exp(-\eta).
\]  
(29)

The above pair of intial guesses are not the only one. But they are direct and simple. In sec. 2, we will show that the initial guesses have little impact on the final solution as long as the homotopy solutions proceed to high orders.

Expanding \( F(\eta; q) \) and \( \Theta(\eta; q) \) in Maclaurin series with respect to the embedding parameter \( q \), we obtain

\[
F(\eta; q) = f_0(\eta) + \sum_{n=1}^{\infty} f_n(\eta) q^n, \quad \Theta(\eta; q) = \theta_0(\eta) + \sum_{n=1}^{\infty} \theta_n(\eta) q^n,
\]

where

\[
f_n(\eta) = \frac{\partial^n}{\partial \eta^n} F(\eta; 0), \quad \theta_n(\eta) = \frac{\partial^n}{\partial \eta^n} \Theta(\eta; 0).
\]  
(32)

Assuming that above series converges at \( q = 1 \), we have

\[
f(\eta) = f_0(\eta) + \sum_{n=1}^{\infty} f_n(\eta), \quad \theta(\eta) = \theta_0(\eta) + \sum_{n=1}^{\infty} \theta_n(\eta).
\]  
(33)

Differentiating the zero-order deformation equations (17), (18) and (21) to (23) \( m \) times with respect to \( q \), then setting \( q = 0 \), and finally dividing by \( m! \), we have the high-order deformation equations (\( m \geq 1 \)):

\[
L_f [ f_m - \chi_m f_{m-1} ] = h R_m, \quad L_0 [ \theta_m - \chi_m \theta_{m-1} ] = h S_m,
\]

with the boundary conditions:

\[
f_m(0) = 0, \quad f'_m(x) = 0, \quad \theta_m(x) = 0, \quad \theta'_m(x) = 0,
\]

where

\[
\chi_m = \begin{cases} 0, & m = 1; \\ 1, & m > 1, \end{cases}
\]  
(40)

and

\[
R_m = f'^{m-1}_m + \lambda \sum_{i=0}^{m-1} f_i f''_{m-1-i} - \sum_{i=0}^{m-1} f'_i f'_{m-1-i} + 1 - \chi_m, \quad S_m = \theta''^{m-1}_m + \lambda Pr \sum_{i=0}^{m-1} f_i \theta'_{m-1-i}.
\]  
(42)

Then the solutions for eqs. (35) and (36) can be expressed by

\[
f_m(\eta) = \chi_m f_{m-1} + h L_f^{m-1}[R_m] + C_0 + C_1 \exp(\eta) + C_2 \exp(-\eta), \quad \theta_m(\eta) = \chi_m \theta_{m-1} + h L_0^{m-1}[S_m] + D_0 + D_1 \exp(-\eta),
\]

where \( C_i, D_i \) are the five integral constants to be determined by the five boundary conditions (37) to (39), \( L_f^0 \) and \( L_0^0 \) denote the inverse linear operators of \( L_f \) and \( L_0 \) so that the problem is closed. For example, solving the 1st-order deformation equation, we have

\[
f_1(\eta) = \frac{h}{12(1 + \ell)^2} \left[ A_{1,0} + A_{1,1} \exp(-\eta) + A_{1,2} \exp(-2\eta) \right],
\]

\[
\theta_1(\eta) = \frac{h}{4(1 + \ell)(1 + \beta)^2} \left[ B_{1,1} \exp(-\eta) + B_{1,2} \exp(-2\eta) \right]
\]

where

\[
A_{1,0} = -4 - 5\lambda - 12\ell^2(1 + \lambda) - 3(4 + 5\lambda), \quad A_{1,1} = 2 + 10\ell + 12\ell^2 + (7 + 17\ell + 12\ell^2)\lambda
\]

\[
+ 3(1 + \ell)(2 + \lambda + \ell(2 + 3\lambda))\eta + 3(1 + \ell)^2\lambda\eta^2,
\]

\[
A_{1,2} = 2(1 + \ell)(1 - \lambda),
\]

and

\[
B_{1,1} = -4(1 + \ell)\eta + 2\lambda Pr[1 + \eta^2 + \ell\eta(2 + \eta)]
\]

\[
- 2\beta[2(1 + \ell)(1 + \eta) - \lambda Pr[2 + \eta^2 + \ell(2 + 2\eta + \eta^2)]],
\]

(47)
With the aid of mathematical software, such as Mathematica, it is easy to proceed to high orders.

2 Results and discussions

Note that the series solutions (33) and (34) contain the convergence-control parameter $\lambda$. But if we apply the homotopy Padé method\cite{32,42}, $\lambda$ disappears in our results. The homotopy Padé method can largely accelerate the convergence of solution series. Also, it plays the role of a filter which filters out the most slowly decaying factors so as to accelerate the transient process and makes it stable. To show its advantages, we compare the $[m,m]$ homotopy Padé approximants and numerical results of $\theta'(0)$ for the axisymmetric flow with the differential equations (11), (13) and (14) when $Pr=0.7$ in Tables 1 and 2. It can be seen the $[m,m]$ homotopy Padé approximants converge and agree well with the numerical results.

Comparisons among the [20,20] homotopy Padé approximants, the numerical integrations using shooting method and the asymptotic approximations for $\theta'(0)$ in eqs. (15) and (16) look too crude.

Recall that we have freedom to choose the initial guesses. We use the initial guesses (28) and (29) in our analysis so far. But what if we use some other pairs of initial guesses? Do they affect the convergence of the final solutions? To answer it, we compare the initial guess chosen in the same way as we explained in sec. 1, such that

\[
\theta_0(\eta) = \frac{1}{1+nk}\exp(-k\eta), \quad n,k = 1, 2, 3, \ldots
\]

\[
f_0(\eta) = \frac{1}{(1+n\ell)n} + \eta + \frac{1}{(1+n\ell)n} \exp(-n\eta),
\]

\[
B_{1,2} = -2 \lambda Pr (1 + \beta).
\]

(48)

Table 1 The [$m,m$] homotopy Padé approximant of $\theta'(1)$ for the axisymmetric flow for $Pr=0.7, \beta=0$ and different $\ell$

<table>
<thead>
<tr>
<th>[$m,m$]</th>
<th>$\ell = 0$</th>
<th>$\ell = 0.2$</th>
<th>$\ell = 0.4$</th>
<th>$\ell = 1$</th>
<th>$\ell = 2$</th>
<th>$\ell = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15,15]</td>
<td>-0.6651</td>
<td>-0.7365</td>
<td>-0.7818</td>
<td>-0.8484</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
<tr>
<td>[16,16]</td>
<td>-0.6652</td>
<td>-0.7366</td>
<td>-0.7820</td>
<td>-0.8484</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
<tr>
<td>[17,17]</td>
<td>-0.6653</td>
<td>-0.7365</td>
<td>-0.7818</td>
<td>-0.8483</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
<tr>
<td>[18,18]</td>
<td>-0.6654</td>
<td>-0.7365</td>
<td>-0.7818</td>
<td>-0.8483</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
<tr>
<td>[19,19]</td>
<td>-0.6655</td>
<td>-0.7365</td>
<td>-0.7818</td>
<td>-0.8483</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
<tr>
<td>[20,20]</td>
<td>-0.6654</td>
<td>-0.7365</td>
<td>-0.7818</td>
<td>-0.8483</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
<tr>
<td>numerical</td>
<td>-0.6654</td>
<td>-0.7365</td>
<td>-0.7818</td>
<td>-0.8483</td>
<td>-0.8879</td>
<td>-0.9044</td>
</tr>
</tbody>
</table>

Table 2 The [$m,m$] homotopy Padé approximant of $\theta'(1)$ for the axisymmetric flow for $Pr=0.7, \beta=2$ and different $\ell$

<table>
<thead>
<tr>
<th>[$m,m$]</th>
<th>$\ell = 0$</th>
<th>$\ell = 0.2$</th>
<th>$\ell = 0.4$</th>
<th>$\ell = 1$</th>
<th>$\ell = 2$</th>
<th>$\ell = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15,15]</td>
<td>-0.2854</td>
<td>-0.2978</td>
<td>-0.3050</td>
<td>-0.3146</td>
<td>-0.3199</td>
<td>-0.3220</td>
</tr>
<tr>
<td>[16,16]</td>
<td>-0.2854</td>
<td>-0.2978</td>
<td>-0.3050</td>
<td>-0.3146</td>
<td>-0.3199</td>
<td>-0.3220</td>
</tr>
</tbody>
</table>
Table 3 shows a comparison between the initial guesses when \( n = k = 4 \) and when \( n = k = 1 \) (eqs. (28) and (29)) for the discussed three-dimensional flows. It is seen that the initial guesses have little impact on the final solutions as long as they proceed to high orders.

Table 3  A comparison of the \([m,m]\) homotopy Padé approximant of \( \theta'(1) \) with different initial guesses in eq. (49) where \( n = k = 1 \) and \( n = k = 4 \), respectively, for the axisymmetric flow when \( Pr = 0.7, \beta = 2 \) and \( \ell = 1 \).

<table>
<thead>
<tr>
<th>([m,m])</th>
<th>( n = k = 1 )</th>
<th>( n = k = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([2,2])</td>
<td>–0.3389</td>
<td>–0.3307</td>
</tr>
<tr>
<td>([4,4])</td>
<td>–0.3083</td>
<td>–0.3182</td>
</tr>
<tr>
<td>([6,6])</td>
<td>–0.3135</td>
<td>–0.3156</td>
</tr>
<tr>
<td>([8,8])</td>
<td>–0.3141</td>
<td>–0.3149</td>
</tr>
<tr>
<td>([10,10])</td>
<td>–0.3145</td>
<td>–0.3146</td>
</tr>
<tr>
<td>([20,20])</td>
<td>–0.3146</td>
<td>–0.3146</td>
</tr>
</tbody>
</table>

3 Conclusion

A relatively new analytic method, namely, the homotopy analysis method is applied to examine the problem of nano thermal boundary layers with slip boundary conditions. Convergent high-order solutions are obtained for similar equations of the two-dimensional and three-dimensional axisymmetric stagnation flow. The present method is based on a continuous variation from an initial trial to the exact solution. It does not rely on the expansion of any small/large physical parameters so that it is theoretically applicable for not only weak but also strong nonlinear flow phenomena. To accelerate the convergence rate, the homotopy Padé technique is also applied. The \([m,m]\) homotopy Padé approximants are compared with the numerical results using shooting method and the asymptotic approximations. It is found that the homotopy Padé approximants are independent of the convergence-control parameter \( h \); therefore, the solution approximations are always convergent by means of this approach, though it is a pity that we have no strict general proof. The homotopy Padé approximants agree well with the numerical results.

Effects of the flow slip length \( \ell \), the thermal slip constant \( \beta \), and the Prandtl numbers \( Pr \) on the heat transfer characteristics are investigated. It is found that the thermal initial \( \theta'(0) \) increases in magnitude with the increased flow slip length \( \ell \), increased Prandtl number and decreased thermal slip constant \( \beta \). When \( \ell \) approaches to infinity, \( \theta'(0) \) has an asymptotic property: eq. (15) for two-dimensional flow and eq. (16) for axisymmetric flow.

From Figures 1 and 2 and Tables 1 and 2, the rate of the heat transfer is more pronounced when there is a velocity slip between the solid wall and the flow adjacent to it. This behavior is more true in the high viscous fluid (water) case than in the low viscous fluid (air) case. Quite opposite is the case, when there is a thermal jump at solid interfaces. Moreover, negative values of \( \theta'(0) \) physically indicate that the heat flow is always from the wall to the fluid.
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