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We investigate Faraday waves in a Hele-Shaw cell via experimental, numerical, and theoretical studies. Inspired by the Kelvin-Helmholtz-Darcy theory, we develop the gap-averaged Navier-Stokes equations and end up with the stable standing waves with half frequency of the external forced vibration. To overcome the dependency of a numerical model on the experimental parameter of wave length, we take two-phase flow into consideration and a novel dispersion relation is derived. The numerical results compare well with our experimental data, which effectively validates our proposed mathematical model. Therefore, this model can produce robust solutions of Faraday wave patterns and resolve related physical phenomena, which demonstrates the practical importance of the present study. Published by AIP Publishing. https://doi.org/10.1063/1.5022424

I. INTRODUCTION

Faraday waves arise in a vertically vibrating container filled with liquids. In 1831, Faraday carried out experiments and for the first time noticed that the frequency of the wave motions was half that of the external vibrations. Matthiessen and Rayleigh studied the waves experimentally but obtained different results that the vibration was synchronous by the former and, however, half-frequency by the latter. The distinction then was explained by Benjamin and Ursell via the theory of Mathieu functions which give solutions of several instability regions corresponding to different responses. This work shed light on the theoretical analysis and motivated more researchers thereafter to explore the untapped knowledge on Faraday waves. Miles and Henderson reviewed the studies of great physical significance, especially for those of stability and bifurcation in terms of different resonances.

Among the properties of Faraday waves, the diverse wave patterns have attracted the most attention due to the complexity in the presence of nonlinearity, and it is easy to investigate such an important issue by relatively simple experimental devices. Wave patterns observed in experiments include squares, hexagons, stripes, stars, and lattice. Recently, in a Hele-Shaw cell, a new type of standing wave which is steep and solitary like was found under periodic oscillations. This research inspired Li et al. to conduct experiments in a Hele-Shaw cell filled with water-ethanol solution. A combined structure was discovered such that three types of localized standing waves can be connected following a combination law. Another new family of waves was found in the Hele-Shaw cell which was filled in pure ethanol but with extremely shallow liquid depth. Although these experiments provide a new perspective and enrich the knowledge of Faraday waves, the mechanism of these wave patterns is less well understood. It becomes quite essential to develop a reliable theory to explain. For this matter, Perinet et al. numerically investigated the subcritical bifurcation of Faraday waves at the interface between two immiscible incompressible liquids, in which the computational results seem quite close to the standing waves observed by Li et al. Ignoring the effect of internal wall attenuation leads to a simplified model, which, however, is not appropriate to deal with narrow tanks like the Hele-Shaw cell. Ubal et al. also studied two-dimensional Faraday waves by means of numerical simulation and compared the computational results with theoretical solutions of instability regions. Although the free surface given by Ubal et al. displays a similar wave profile to what was described by Li et al., their numerical study was carried out by simply solving two-dimensional Navier-Stokes equations, which is not sufficient to recover the three-dimensional nature of Faraday waves particularly for the viscous effect in the boundary layer.

Considering the three-dimensional Direct Numerical Simulation (DNS), the first difficulty that comes to mind is the high computational cost. Since the width direction in a Hele-Shaw cell is small already, the grid cell size has to be specified much smaller—by six orders of magnitude for Systeme International (SI) units—so as to exactly capture the shear dissipation within the thin boundary layer. The computational cost increases rapidly and soon exceeds the maximum capability of modern architecture. Seeking a more accurate yet efficient approach for resolving the related fluid dynamics, some mathematical model derivation has been attempted. Due to the confined fluid between two vertical walls, early scientists used Darcy’s law to treat it through a porous medium. It thus permits visualization of this fluid motion in two dimensions. This model works well if the inertial forces are negligible in comparison to the viscous effect. For the circumstance that the inertial forces are significant, a new model, namely, the Kelvin-Helmholtz-Darcy theory, was proposed by Gondret and Rabaud to address the shear instability of two-fluid parallel flow in a Hele-Shaw cell. They merged the transverse
dissipation and two-dimensional Navier-Stokes equations into a mixing of Euler and Darcy equations, which was used to analyze the linear instability of the two-fluid parallel flow. More recently, Talib et al. modified this model by including periodic forces to compute the wave instability in a horizontal oscillatory Hele-Shaw cell. It is noted that detailed wave profiles were not involved in all the above studies which are a vital characteristic of Faraday waves. Therefore, we establish a novel model, the gap-averaged Navier-Stokes equations based on the Kelvin-Helmholtz-Darcy theory, and validate it by a series of laboratory experiments.

Another issue related to the robust computation is how to determine the wave length on which our numerical model highly depends. It gives rise to the dispersion relation for the estimation of wave length in practice. The most widely applied one was proposed by Benjamin and Ursell. However, Rajchenbach and Clamond suggested that “the possible wavenumbers of resonating Faraday waves are not quantised by the container” and also pointed out that the dispersion relation that people often used is actually the one of free unforced surface waves, and the misuse has led to many miscalculations of the wavenumber as well as incorrect physical interpretations. Starting from single phase flow, Rajchenbach et al. derived the weakly nonlinear dispersion relation for parametrically forced water waves in a Hele-Shaw cell. Unfortunately, only the linear relation is available due to the unknown wave amplitude. Here, it is worth mentioning that despite their creative and inspiring work, there is no validation or verification provided for the newly derived relation. In this work, we modify the dispersion relation which takes air into consideration by solving the Mathieu form equation via a combined approach and validate it with our numerical results.

The first aim of this paper is to develop an appropriate mathematical model to describe the flow motion of the Faraday waves in Hele-Shaw cells. As shown below, the proposed model is validated well and shows good agreement with the experimental results. The second aim of this paper is to establish a rational dispersion relation that can provide a reliable estimation of wave length for the numerical computation. The resultant numerical model augmented with the dispersion relation can then produce a robust solution of standing waves in a Hele-Shaw cell.

The paper is organized as follows. In Sec. II, we describe the configuration of the laboratory experiments. In Sec. III, we introduce how we get the gap-averaged Navier-Stokes equations from the Poiseuille type assumption. Then we explain the numerical setup in Sec. IV to solve the previous equations in Hele-Shaw cells, followed by the dispersion relation derived in Sec. V. Finally, we show the laboratory data and the numerical solutions in Sec. VI, in which details involving non-dimensional analysis and comparison of dispersion relations are reported as well.

II. EXPERIMENTAL SETUP

Figure 1 shows the schematic of the experimental setup. We use the absolute ethanol at a temperature of approximately 25 °C as the working liquid in our laboratory experiments. The Hele-Shaw cell is a container made of polymethyl methacrylate (PMMA) with 300 mm long, 60 mm depth, and 1.7 mm width (the gap size), which is fixed on a shaker and made to oscillate vertically with sinusoidal motion. The top gap of the container is covered by a lid and sealed due to the volatilization of ethanol. The amplitude of the acceleration is observed by using an oscilloscope through an amplifier connecting a piezoelectric sensor which is used to gauge the acceleration of the shaker by converting it to an electrical charge. By reading the concrete values from the oscilloscope, we adjust the output voltage from the amplifier. Before we conduct any experiments, we ensure that the floor is flat by using a level meter. On top of that, the shaker is very heavy (95 kg) and it was directly put on the flat floor. Given the shaker’s fundamental frequency of 8000 Hz, the torquing motion is largely prevented by the experimental frequency less than 30 Hz. Its make and model is ESS-050. All the free surface patterns are recorded by using a high-speed (400 fps) camera which is oriented perpendicular to the front wall of the Hele-Shaw cell. In our experiment, the liquid depth and the oscillatory frequency are varied.

III. GAP-AVERAGED NAVIER-STOKES EQUATIONS

Now we consider a Hele-Shaw cell filled with viscous fluids under gravity, which is governed by incompressible Navier-Stokes equations. Since the width of tank is quite thin, it is classical to assume that the flow in the z direction is of Poiseuille type. The velocity profile is supposed to remain a parabolic shape in z. We have the following definition

\[ u'(x, y, z) = \frac{3}{2} \left( 1 - \left( \frac{z}{b/2} \right)^2 \right) u(x, y), \]
\[ v'(x, y, z) = \frac{3}{2} \left( 1 - \left( \frac{z}{b/2} \right)^2 \right) v(x, y), \]
\[ w' = 0, \]

where \( u, v, \) and \( w \) with a prime are the components of gap-averaged velocities in \( x, y, \) and \( z \) directions, respectively. Using the assumption of (1)-(3), three-dimensional Navier-Stokes
equations are integrated across the gap. By averaging them, we obtain a simplified two-dimensional system\textsuperscript{16}

\[
\frac{\partial u}{\partial t} + \frac{\partial}{\partial y} \left( \alpha \left( \frac{u^2}{\rho} + v \frac{\partial u}{\partial y} \right) \right) = - \frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) - \frac{12\nu}{b^2} u + \frac{1}{\rho} T_x,
\]

\[
\frac{\partial v}{\partial t} + \frac{\partial}{\partial y} \left( \alpha \left( \frac{v^2}{\rho} + u \frac{\partial v}{\partial y} \right) \right) = - \frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) - \frac{12\nu}{b^2} v - \bar{g} + \frac{1}{\rho} T_y,
\]

where \( p, \rho, \nu, \) and \( g \) denote pressure, density, kinetic viscosity, and gravity, respectively. Since the prefactors \( \alpha \) and \( \beta \) are derived as 6/5 and 0, respectively, the viscous term is believed to be negligible,\textsuperscript{16} which is also adopted in analysis of Faraday waves,\textsuperscript{9} but an alternative set of \( \alpha = 54/35 \) and \( \beta = 6/5 \) is suggested in another study.\textsuperscript{20}

In our research, the viscous effect due to shear flow is taken into account, particularly in the vicinity of the bottom boundary and of the free surface. Thus we include the viscous term combining with gravity and capillary force to develop the so-called gap-averaged Navier-Stokes equations

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0,
\]

\[
\frac{\partial u}{\partial t} + 6 \left( \frac{u}{\rho} + \frac{\partial u}{\partial y} \right) = - \frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) - \frac{12\nu}{b^2} u + \frac{1}{\rho} T_x,
\]

\[
\frac{\partial v}{\partial t} + 6 \left( \frac{v}{\rho} + \frac{\partial v}{\partial y} \right) = - \frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) - \frac{12\nu}{b^2} v - \bar{g} + \frac{1}{\rho} T_y,
\]

where \( \bar{g} = g - F \cos \omega t \) with \( F \) the acceleration amplitude and \( \omega \) is the oscillatory angular frequency. \( T_x \) and \( T_y \) represent the components of surface tension \( T \) in \( x \) and \( y \) directions, respectively, where \( T \) is given as\textsuperscript{21}

\[
T = \sigma \kappa \delta_S \mathbf{n}.
\]

The notation \( \sigma \) denotes the surface tension coefficient, \( \kappa \) the free surface curvature, \( \delta_S \) the Dirac distribution function of the interface, and \( \mathbf{n} \) the unit normal of the interface. Since the real shape of the interface in the Hele-Shaw cell is not known in prior, the three-dimensional effect needs to be taken into account in the surface tension approximation. Although a more sophisticated option is provided,\textsuperscript{15} in this study, we prefer to use an empirical coefficient \( \sigma \) for the sake of simplicity.

IV. NUMERIC

Gap-averaged Navier-Stokes equations (7)–(9) are implemented and solved directly using an open source code Gerris,\textsuperscript{22,23} where some sophisticated techniques are integrated to improve the solution quality. The advanced piecewise linear interface calculation (PLIC) scheme is used for the volume of fluid (VOF) method to capture the moving interface and the height function which is employed for precise approximation of curvature in surface tension calculation. Moreover, it allows an octree adaptive refinement strategy for the region in the presence of the large gradient of VOF function. With all the efforts mentioned above, this code is highly appealing in our numerical simulation which has also been verified well and validated by numerous applications.\textsuperscript{24–27}

If we define the characteristic length \( L = Ub^2/(12\nu) \) and the characteristic velocity \( U = Fl/\bar{g} \) being \( \omega l/(2\pi) \), we can obtain \( x = \alpha L x, y = \alpha L y, u = U\bar{u}, v = U\bar{v}, T = Li/U, \) \( p = \alpha \rho_1 U^2 \bar{p}, \bar{g} = U^2 \bar{g}/L, \) and \( \sigma = \rho_1 U^2 \bar{\sigma} \). To develop the mathematical model inside the Gerris code, we write gap-averaged Navier-Stokes equations in non-dimensional forms

\[
\frac{\partial \bar{u}}{\partial \bar{x}} + \frac{\partial \bar{v}}{\partial \bar{y}} = 0,
\]

\[
\frac{\partial \bar{u}}{\partial \bar{t}} + \left( \frac{\bar{u}}{\bar{\rho}} + \frac{\partial \bar{u}}{\partial \bar{y}} \right) = - \frac{1}{\bar{\rho}} \frac{\partial \bar{p}}{\partial \bar{x}} + \nu \left( \frac{\partial^2 \bar{u}}{\partial \bar{x}^2} + \frac{\partial^2 \bar{u}}{\partial \bar{y}^2} \right) - \frac{12\nu}{\bar{b}^2} \bar{u} + \frac{1}{\bar{\rho}} \bar{T}_x,
\]

\[
\frac{\partial \bar{v}}{\partial \bar{t}} + \left( \frac{\bar{v}}{\bar{\rho}} + \frac{\partial \bar{v}}{\partial \bar{y}} \right) = - \frac{1}{\bar{\rho}} \frac{\partial \bar{p}}{\partial \bar{x}} + \nu \left( \frac{\partial^2 \bar{v}}{\partial \bar{x}^2} + \frac{\partial^2 \bar{v}}{\partial \bar{y}^2} \right) - \frac{12\nu}{\bar{b}^2} \bar{v} - \bar{g} + \frac{1}{\bar{\rho}} \bar{T}_y,
\]

where \( \bar{Re} = \alpha^2 LU/\nu \). It is noted that the subscript 1 denotes the main liquid, namely, the pure ethanol in our experiment. Variables without any subscript denote the fluid property determined by the given VOF function.

To reproduce the periodic wave pattern, we consider the computational domain consisting of six crests and troughs with periodic boundary conditions, as shown in Fig. 2. The bottom and the top boundaries are specified with non-slip and symmetric (slip wall) boundary conditions, respectively. Since the Gerris code can only use the quad/octree structure for grid addressing, we divide the domain into two computational boxes and partition each box with Cartesian grids refined by the rule of 2\textsuperscript{level}, where the superscript \textit{level} denotes the level of refinement.\textsuperscript{22} For the adaptive grids, the maximum value of \textit{level} varies between 6 and 7 to provide convergent solution since the periodic wave pattern is "highly sensitive to viscous damping."\textsuperscript{28} Moreover the maximum time step is

\[
\frac{\partial \bar{u}}{\partial \bar{x}} + \frac{\partial \bar{v}}{\partial \bar{y}} = 0,
\]

\[
\frac{\partial \bar{u}}{\partial \bar{t}} + \left( \frac{\bar{u}}{\bar{\rho}} + \frac{\partial \bar{u}}{\partial \bar{y}} \right) = - \frac{1}{\bar{\rho}} \frac{\partial \bar{p}}{\partial \bar{x}} + \frac{1}{\bar{Re}} \left( \frac{\partial^2 \bar{u}}{\partial \bar{x}^2} + \frac{\partial^2 \bar{u}}{\partial \bar{y}^2} \right) - \frac{12\nu}{\bar{b}^2} \bar{u} + \frac{\bar{p}_1}{\bar{\rho}} \bar{T}_x,
\]

\[
\frac{\partial \bar{v}}{\partial \bar{t}} + \left( \frac{\bar{v}}{\bar{\rho}} + \frac{\partial \bar{v}}{\partial \bar{y}} \right) = - \frac{1}{\bar{\rho}} \frac{\partial \bar{p}}{\partial \bar{x}} + \frac{1}{\bar{Re}} \left( \frac{\partial^2 \bar{v}}{\partial \bar{x}^2} + \frac{\partial^2 \bar{v}}{\partial \bar{y}^2} \right) - \frac{12\nu}{\bar{b}^2} \bar{v} - \bar{g} + \frac{\bar{p}_1}{\bar{\rho}} \bar{T}_y,
\]
5 \times 10^{-3} \text{ with the default Courant-Friedrichs-Lewey (CFL) number. The adaptive strategy depends on the norm of the local gradient of the filtered VOF function, and the maximum cell cost allowed is up to } 1 \times 10^{-3}. \text{ Despite the existence of numerical sensitivity, most of our cases can obtain consistent results after the use of particular refinement strategy. The initial free surface is the flat state plus a sinusoidal wave perturbation whose amplitude is as same as the size of one grid cell for level } = 6. \text{ The initial wavenumber corresponding to the wave length plays a critical role in determining the robust wave mode excited by the certain vibration, which will be further explored in Sec. V. The physical parameters of the two fluids are given in Table I.}

### V. DISPERSION RELATION

Rajchenbach and Clamond pointed out that the possible wave length of Faraday waves has nothing to do with the container. This conclusion agrees well with our observation that the main wave profile varies as the external force changes, which means that the natural frequency of the fluid in a certain tank hardly affects the major resonating modes. However, the wave elevation is always observed at either crest or trough in the vicinity of the lateral walls. This finding implies that some waves are squeezed or spread, which largely increases the numerical complexity. This effect of contact lines has been reported in several studies. Therefore, a feasible dispersion relation is included in practice to provide a more precise wave length approximation. Distinguished from Rajchenbach and Clamond who proposed a linear dispersion relation in the single phase flow, we derive a more reliable relation that takes two-phase flow into consideration. The techniques we use to derive the Mathieu equation here are widely applied to Faraday waves.

Starting from Eqs. (7)–(9), gap-averaged Navier-Stokes equations are simplified by neglecting the viscous term as well as the capillary force term, which yields

\[
\frac{\partial u_j}{\partial t} + \alpha \left( u_j \frac{\partial u_j}{\partial x} + v_j \frac{\partial u_j}{\partial y} \right) = -\frac{\partial p_j}{\rho_j} - \gamma_j u_j, \tag{15}
\]

\[
\frac{\partial v_j}{\partial t} + \alpha \left( u_j \frac{\partial v_j}{\partial x} + v_j \frac{\partial v_j}{\partial y} \right) = -\frac{\partial p_j}{\rho_j} - \tilde{g} - \gamma_j v_j, \tag{16}
\]

\[
\gamma_j = \frac{12 v_j}{b^2}, \tag{17}
\]

where subscript \( j \) denotes different phase of fluids. Following Rajchenbach et al., we assume that the two-dimensional flow is vortex free and hence a velocity potential meets \( \partial_x \phi = u \) and \( \partial_y \phi = v \). We can rewrite previous Eqs. (15) and (16) in terms of velocity potential \( \phi \) by integrating along the streamline as

\[
\frac{\partial \phi_j}{\partial t} + \gamma_j \phi_j + \frac{\alpha}{2} \left( \nabla \phi_j \right)^2 + \frac{p_j}{\rho_j} + \tilde{g} y = 0. \tag{18}
\]

Since the free surface tension is neglected where \( p_1 - p_2 = 0 \) holds at the fluid interface, we can obtain

\[
\frac{\partial \phi_1}{\partial y} = 0 \quad \text{at} \quad y = d, \tag{20}
\]

\[
\frac{\partial \phi_2}{\partial y} = 0 \quad \text{at} \quad y = +\infty, \tag{21}
\]

for the lower and the upper layer of fluids, respectively. At the vicinity of the interface, we also include

\[
\frac{\partial \eta}{\partial t} = \frac{\partial \phi_j}{\partial y} \quad \text{at} \quad y = \eta(x,t) \tag{22}
\]

to consider the kinetic boundary condition of the free surface. Supposing \( \eta = \tilde{\eta} e^{ikx} \), we can obtain the solutions of Laplace equation of \( \phi_j \)

\[
\phi_j = \tilde{\phi}_j(y,t)e^{ikx}, \tag{23}
\]

\[
\tilde{\phi}_1 = \frac{d\tilde{\eta} \cosh k(d+y)}{kd \sinh kd} , \tag{24}
\]

\[
\tilde{\phi}_2 = -\frac{d\tilde{\eta}}{kd} e^{-ky}. \tag{25}
\]

Substituting (23) into (19), we then derive the damped Mathieu equation

\[
\frac{d^2 \tilde{\eta}}{dt^2} + \frac{\rho_1 \gamma_1}{\rho_1 \coth kd + \rho_2} \frac{d\tilde{\eta}}{dt} + \frac{k(\rho_1 - \rho_2)}{\rho_1 \coth kd + \rho_2} \tilde{\eta} = 0, \tag{26}
\]

and obtain the no-damping and no-forcing linear wave dispersion relation as

\[
\Omega^2 = \frac{k(\rho_1 - \rho_2) g}{\rho_1 \coth kd + \rho_2}, \tag{27}
\]

where \( \Omega \) is the angular frequency of the response. For the sake of brevity, let us define

\[
A = \frac{\rho_1 \gamma_1}{\rho_1 \coth kd + \rho_2}, \tag{28}
\]

\[
B = \frac{k(\rho_1 - \rho_2)}{\rho_1 \coth kd + \rho_2}, \tag{29}
\]

\[
\tilde{\eta} = \xi e^{-\frac{\mu}{2} dt} = \xi e^{-\frac{\tilde{\eta}}{2}}, \tag{30}
\]

of velocity potential \( \phi \) by integrating along the streamline as

\[
\frac{\partial \phi_j}{\partial t} + \gamma_j \phi_j + \frac{\alpha}{2} \left( \nabla \phi_j \right)^2 + \frac{p_j}{\rho_j} + \tilde{g} y = 0. \tag{18}
\]

Since the free surface tension is neglected where \( p_1 - p_2 = 0 \) holds at the fluid interface, we can obtain

\[
\frac{\partial \phi_1}{\partial y} = 0 \quad \text{at} \quad y = d, \tag{20}
\]

\[
\frac{\partial \phi_2}{\partial y} = 0 \quad \text{at} \quad y = +\infty, \tag{21}
\]

for the lower and the upper layer of fluids, respectively. At the vicinity of the interface, we also include

\[
\frac{\partial \eta}{\partial t} = \frac{\partial \phi_j}{\partial y} \quad \text{at} \quad y = \eta(x,t) \tag{22}
\]

to consider the kinetic boundary condition of the free surface. Supposing \( \eta = \tilde{\eta} e^{ikx} \), we can obtain the solutions of Laplace equation of \( \phi_j \)

\[
\phi_j = \tilde{\phi}_j(y,t)e^{ikx}, \tag{23}
\]

\[
\tilde{\phi}_1 = \frac{d\tilde{\eta} \cosh k(d+y)}{kd \sinh kd} , \tag{24}
\]

\[
\tilde{\phi}_2 = -\frac{d\tilde{\eta}}{kd} e^{-ky}. \tag{25}
\]

Substituting (23) into (19), we then derive the damped Mathieu equation

\[
\frac{d^2 \tilde{\eta}}{dt^2} + \frac{\rho_1 \gamma_1}{\rho_1 \coth kd + \rho_2} \frac{d\tilde{\eta}}{dt} + \frac{k(\rho_1 - \rho_2)}{\rho_1 \coth kd + \rho_2} \tilde{\eta} = 0, \tag{26}
\]

and obtain the no-damping and no-forcing linear wave dispersion relation as

\[
\Omega^2 = \frac{k(\rho_1 - \rho_2) g}{\rho_1 \coth kd + \rho_2}, \tag{27}
\]

where \( \Omega \) is the angular frequency of the response. For the sake of brevity, let us define

\[
A = \frac{\rho_1 \gamma_1}{\rho_1 \coth kd + \rho_2}, \tag{28}
\]

\[
B = \frac{k(\rho_1 - \rho_2)}{\rho_1 \coth kd + \rho_2}, \tag{29}
\]

\[
\tilde{\eta} = \xi e^{-\frac{\mu}{2} dt} = \xi e^{-\frac{\tilde{\eta}}{2}}, \tag{30}
\]
We finally obtain the Mathieu form equation from Eq. (26)

\[ \frac{d^2 \zeta}{dT^2} + (p - 2q \cos 2T) \zeta = 0, \]  
(31)

\[ p = \frac{4Bg - A^2}{\omega^2}, \]  
(32)

\[ q = \frac{2Bf}{\omega^2}, \]  
(33)

provided that \( T = 1/(2\omega t) \). Many researchers employed Floquet-based analysis to analyze the linear instability of Faraday waves.\textsuperscript{13,14,31} According to this technique, the solutions of Mathieu equation (31) are expressed in the form of

\[ \zeta(t) = e^{i\mu T} \sum_{l=-n}^{n} c_l e^{i2lT}. \]  
(34)

The periodic solutions of (26) are the interest of research, so accordingly we concern the aperiodic solutions of (31). Due to the well-known resonance conditions

\[ m\omega = 2\Omega, \]  
(35)

the Floquet exponent \( \mu \) is explicitly solved by using

\[ \mu = m - i \frac{A}{\omega}, \]  
(36)

which is the transcendent and implicit dispersion relation. For this matter, we substitute (34) into Eq. (31) by using the approach proposed by Acar and Feeny\textsuperscript{32} to obtain the \( l \)th equation

\[ [p - (\mu + 2l)^2] c_l - q c_{l-1} - q c_{l+1} = 0. \]  
(37)

The linear equation system (37) can also be expressed in the matrix form

\[ Kc = \begin{bmatrix} k_{-n} & -q & 0 & 0 & 0 \\ -q & \ddots & -q & 0 & 0 \\ 0 & -q & k_0 & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & 0 & -q & k_n \end{bmatrix} \begin{bmatrix} c_{-n} \\ \vdots \\ c_0 \\ \vdots \\ c_n \end{bmatrix} = 0, \]  
(38)

where \( k_l = p - (\mu + 2l)^2 \). To gain nontrivial solutions of vector \( c \), the determinant of \( K \) has to be zero. Thus we solve

\[ \text{det}(K) = 0, \]  
(39)

with given \( \mu \) (36) and \( n = 2 \) which was suggested by Acar and Feeny\textsuperscript{32} to be adequate for convergent solutions.

We use an iterative method in \textit{Mathematica} to obtain the value of wavenumber \( k \). Note that the real part of \( k \) is the spatial
wavenumber and the imaginary part is the spatial growth rate (negative) or the significance of decaying behavior (positive).

VI. RESULTS AND DISCUSSIONS

A. Laboratory data

The pattern of Faraday waves is thoroughly investigated under various experimental conditions, namely, liquid depth ($d$), acceleration amplitude ($F$), and forcing frequency ($f$). To alleviate measurement errors, we gauge wave lengths and wave heights five times for each condition, which are elaborated in Tables II and III (see the Appendix). To give an intuitive impression on the experimental data, we draw the wave height with respect to $F$ and $f$ in Fig. 3. It is shown that the results of wave height are closely related to the condition of the amplitude and the frequency. More concretely, the wave height increases nearly linearly with regard to $F$ and finally

![Graph showing wave height with respect to F and f](image)

FIG. 4. The dot plot of average experimental data from Fig. 3 after nondimensionalization. The dashed line is the fitting function $$\log \left( \frac{H_d}{d} \right) = -1.21 \left( \frac{f}{d} \right)^{0.5} + 0.51.$$

![Graph showing wave profiles](image)

FIG. 5. The highest computational wave profiles (solid lines) against the experimental data (pentagons). (a) The case with $d = 10$ mm, $f = 18$ Hz, and $F = 14$ m/s$^2$; (b) the case with $d = 20$ mm, $f = 20$ Hz, and $F = 14$ m/s$^2$; (c) the case with $d = 30$ mm, $f = 18$ Hz, and $F = 12$ m/s$^2$. 
stabilizes around 8 mm at $f = 20$ Hz. In contrast, the wave height decreases linearly when $F$ is fixed but $f$ varies. This observation is in accordance with our common understanding that more violent resonance is expected at higher external force or lower temporal frequency. It is noted that the wave height hovers once $F$ arrives at 16 m/s$^2$ which may be the critical value of forming robust standing wave. Nevertheless, the effect of liquid depth $d$ is less significant where the differences of $H$ are unnoticeable, as shown in Fig. 3.

In addition to the above qualitative evaluation, we give a more clear description to relate wave height with liquid depth, acceleration amplitude, and forcing frequency for Faraday waves in Hele-Shaw cells. For stable standing waves, the wave height is parameterized in this problem as

$$H = H(f, F, d),$$

(40)

which, due to two independent physical dimensions, can be written in a non-dimensional form as

$$\frac{H}{d} = \Pi \left( \frac{f}{\sqrt{F/d}} \right).$$

(41)

Now it is easier to understand the essential relation behind the raw experimental data. But what is the exact expression of the function $\Pi$? To answer this question, we first plot (41) as shown in Fig. 4 which can be approximated by a logarithmic expression as

$$\log \left( \frac{H}{d} \right) \approx -1.21 \frac{f}{\sqrt{F/d}} + 0.51.$$  

(42)

The constants appearing in (42) probably vary with distinct physical parameters, including the fluid density, the viscosity, and the gap between the vertical walls of the Hele-Shaw cell.

**B. Numerical analysis**

The numerical simulation is carried out following the solution procedure described in Sec. IV, provided that the wave length is determined by averaging experimental data, as shown in Tables II and III. We choose the cases with strong nonlinear effect which is very challenging for numerical simulation. It is found that the computed frequency of response is just half of the forcing frequency, which compares favorably with our experimental observation. We have also plotted the wave profiles in Fig. 5 which shows excellent agreement with the free surface obtained in our experiments. Such a comparison has never been reported in the previous literature, which demonstrates that gap-averaged Navier-Stokes equations (7)–(9) can be viewed as a proper mathematical model for Faraday waves in Hele-Shaw cells.

![FIG. 6. The computational wave heights when $d = 10$ mm for different mesh refinements. Squares: wave heights computed with mesh level = 6; circles: wave heights computed with mesh level = 7; error bars: wave heights gauged in laboratory experiments. (a) Dot plot against forcing frequency with $F = 14$ m/s$^2$; (b) dot plot against forcing acceleration with $f = 20$ Hz.](image)
Quantitatively, we plot the numerical solution under different grid resolutions. Since the wave profile may not be uniform or periodic, we measure the wave height by using the largest values between troughs and crests of wave elevation. The results are depicted with regard to the forcing frequency and the acceleration amplitude in Figs. 6–8 in order of the liquid depth $d$. In Fig. 6, it is found that the computed wave heights show an overall good agreement with experimental measurements and the ones with mesh level = 6 are more superior.

If we look back at Fig. 4, we can realize that the shallower liquid depth corresponds to larger $H/d$ value, which indicates more violent motion of the free surface. As mentioned by Bouchgl et al., the simulation of fluid in oscillatory Hele-Shaw cells is very sensitive to viscous damping\(^{28}\) such that even tiny change of dissipation may influence the wave modes. Thus the closer agreement for coarser grid in the shallow water condition can be explained by that more dissipation is required for robust calculation of nonlinearity. The sensitivity of numerical

![Fig. 7. The computational wave heights when $d = 20$ mm for different mesh refinements. Squares: wave heights computed with mesh level = 6; circles: wave heights computed with mesh level = 7; error bars: wave heights gauged in laboratory experiments. (a) Dot plot against forcing frequency with $F = 14$ m/s$^2$; (b) dot plot against forcing acceleration with $f = 20$ Hz.](image1)

![Fig. 8. The computational wave heights against forcing frequency with $F = 12$ m/s$^2$ when $d = 30$ mm for different mesh refinements. Squares: wave heights computed with mesh level = 6; circles: wave heights computed with mesh level = 7; error bars: wave heights gauged in laboratory experiments.](image2)
results on computational mesh also indicates that it may turn into other wave modes with higher wavenumbers due to the instability. In contrast, the numerical results computed with other two liquid depths barely experience distinct discrepancy for different grid resolutions. As shown in Figs. 7 and 8, nearly all numerical results coincide with the normal range of experimental data and the ones with \( \text{level} = 7 \) seem to have higher solution accuracy. The complete analysis gives us an intuitive image to understand how the liquid depth or the motion of fluid in this problem may bring challenges for the numerical computation. Moreover, it is hard to find any laws ruling the developed gap-averaged Navier-Stokes equations (7)–(9) also beyond the interest of the present study. As shown above, the developed gap-averaged Navier-Stokes equations (7)–(9) are verified as a reliable numerical model to simulate Faraday waves in Hele-Shaw cells.

Now we have the access to the flow information which cannot be conveniently obtained by experimental means. The vorticity maps and the velocity vectors of Faraday waves during \( T_0 \) one cycle of external vibration are demonstrated in Fig. 9.

### C. Analysis on dispersion relation

So far, an accurate dispersion relation that contains key ingredients to perform simulation has not been well built or validated yet. In addition to the proposed two-phase dispersion relation, we will carry out some comparisons with two alternative dispersion relations. One is the no-damping and no-forcing linear wave dispersion relation

\[
\Omega^2 = kg \tanh kd. \tag{43}
\]

The other one is the dispersion relation proposed by Rajchenbach et al.\(^9\) which reads as

\[
[1 - \omega / (2\omega_0)]^2 = F^2 / 16 - \gamma^2 / (4\omega_0^2), \tag{44}
\]

with \( \gamma \) being \( 12v/b^2 \), \( \omega_0 \) denotes the no-damping and no-forcing angular frequency of linear waves, i.e., \( \omega_0^2 = kg \tanh kd \). This relation is thought as the first theoretically correct dispersion relation on Faraday waves in a Hele-Shaw cell. All the above relations will be validated by the present experiment data.

In this study, we focus on the smallest real part of the wavenumber \( k = 2\pi / \lambda \), where \( k \) is implicit and thus to be calculated numerically. We first present the results with regard to the forcing frequency in Fig. 10 sorted by the liquid depth. At first glance, none of the relations are compared well with experimental data because all current dispersion relations are from linear theory, but most of our cases are strongly nonlinear. The relations probably lose the ability to predict the real nature in this situation. Unfortunately the problem we run into is beyond the existing methods. If we look further, some essential features can be found from the curves. The first point is that the results computed by the present dispersion relation show closer agreement than those by (44). This nature is highly preferred due to the problem’s sensitivity. Another point is that the results produced by the new dispersion relation approach the experimental curves as the frequency increases. This finding is of particular importance for the cases of deeper liquid depth \( d \), and it also indicates that the proposed dispersion relation is less suitable for the case with shallower liquid. Although the curves of (43) are closer to the experimental points when forcing frequency is lower, as emphasized before, this relation is misused. As a clearer illustration, since the relation of (43) does nothing with the external force, the profile plotted in
Fig. 10. Dashed lines (---): the dispersion relation for Faraday waves in Hele-Shaw cells by Rajchenbach, Leroux, and Clamond; dashed lines (---): the no-damping and no-forcing dispersion relation by Benjamin and Ursell; circles: experimental data; black dot lines: linear regression fitting experimental data; red solid lines: two-phase flow dispersion relation for Faraday waves in Hele-Shaw cells proposed in this paper. (a) Cases with \( d = 10 \text{ mm} \) and \( F = 14 \text{ m/s}^2 \); (b) cases with \( d = 20 \text{ mm} \) and \( F = 14 \text{ m/s}^2 \); (c) cases with \( d = 30 \text{ mm} \) and \( F = 12 \text{ m/s}^2 \).

Fig. 11 is a horizontal line when drawing graph of \( \lambda \) versus \( F \). However, as \( F \) increases, the experimental data of \( \lambda \) vary with a distinct rising trend which is reflected by the proposed relation. Similar to Fig. 10, the present curves in Fig. 11 look closer to the experimental results and approach the experimental points as \( F \) decreases. The tendency in variation can be explained by the linear theory. Although (44) was originally derived from a weak nonlinear theory, it is reduced into a linear one after simplification in practical purpose. Thus the two relations fall short of providing adequate capability for resolving nonlinear phenomena emerging in Faraday waves. If we look back at (41), everything makes sense. The dimensionless wave height \( H/d \) determines the extent of the nonlinearity. As what we find in Figs. 10 and 11, the dispersion relations for Faraday waves in Hele-Shaw cells behave much better when \( d \) is deeper, \( f \) is higher, and \( F \) is lower. Therefore, as \( f/\sqrt{F/d} \) increases and
$H/d$ lowers down, the dispersion relations work well in this circumstance.

Now we solve the gap-averaged Navier-Stoke equations with wave length provided by the proposed dispersion relation. We perform the simulation for a challenging case with shallow liquid depth $d = 10$ mm, big forcing frequency $f = 26$ Hz, and relatively small forcing acceleration $F = 4 \text{ m/s}^2$. The wave length $\lambda = 10.9553$ mm is determined by the proposed dispersion relation and then is used as a known parameter for numerical simulation. As shown in Fig. 12, a robust
phenomenon of Faraday waves is reproduced in a Hele-Shaw cell, which well validates the capability of the present model to predict the standing waves at least for some scenarios in which linear phenomenon dominates.

VII. CONCLUSION

Faraday waves in Hele-Shaw cells were mainly studied by using experimental approach.9–11,33 It is quite challenging for both theoretical and numerical methods. First, the wave motion is strongly nonlinear, beyond the capability of current theoretical ones. Second, resolving the shear stress in the vicinity of internal walls is significant in Hele-Shaw flow, but it is time-consuming to do three-dimensional numerical simulations. Therefore, since the width direction of Hele-Shaw cells is very small, we first develop the gap-averaged Navier-Stokes equations based on the Kelvin-Helmholtz-Darcy theory which significantly increase the numerical efficiency. To obtain the wave length for determining the computational condition, we derive a novel dispersion relation following Floquet-based analysis which for the first time takes two-phase flow into consideration. We have also carried out experiments in our laboratory.

In this study, we investigate Faraday waves via experimental, numerical, and theoretical studies, particularly for the mechanism of the wave pattern. According to our study, we can make at least the following three significant conclusions. First, by dimensional analysis of the experimental data, we find a logarithmic function to relate wave height with liquid depth, acceleration amplitude, and forcing frequency of Faraday waves with coefficients determined by the fluid property and the gap size of Hele-Shaw cells. Second, the gap-averaged Navier-Stokes equations are well validated by our laboratory experiments, which has so far not been carried out by anyone else. It is shown that the proposed numerical model overcomes the difficulties of three-dimensional computation and thus demonstrates great practical significance and huge potential to further explore other untapped topics for Faraday waves in Hele-Shaw cells (e.g., bifurcation, cases with shallow liquid depth, multi-phase flow, etc.). Finally, a novel modified dispersion relation based on two-phase flow is developed to predict the wave length for numerical simulations. This relation is compared to be more reliable than other ones available, which can be viewed as an alternative choice in addition to the first theoretically correct dispersion relation by Rajchenbach et al.9 The proposed gap-averaged Navier-Stokes equations augmented with the new dispersion relation are highly appealing in the further exploration of Faraday waves in Hele-Shaw cells.
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APPENDIX: EXPERIMENTAL DATA

<table>
<thead>
<tr>
<th>d(mm)</th>
<th>F(m/s²)</th>
<th>f(Hz)</th>
<th>Wave length λ(mm)</th>
<th>Wave height H(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>24.90</td>
<td>24.63</td>
<td>24.20</td>
<td>24.66</td>
</tr>
<tr>
<td>19</td>
<td>22.54</td>
<td>22.76</td>
<td>22.47</td>
<td>22.71</td>
</tr>
<tr>
<td>20</td>
<td>20.41</td>
<td>20.63</td>
<td>20.65</td>
<td>20.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18.33</td>
<td>18.42</td>
</tr>
<tr>
<td>21</td>
<td>18.25</td>
<td>18.16</td>
<td>18.13</td>
<td>18.42</td>
</tr>
<tr>
<td>22</td>
<td>16.56</td>
<td>16.70</td>
<td>16.11</td>
<td>16.55</td>
</tr>
<tr>
<td>23</td>
<td>16.19</td>
<td>16.24</td>
<td>16.34</td>
<td>16.28</td>
</tr>
<tr>
<td>24</td>
<td>16.07</td>
<td>15.83</td>
<td>15.93</td>
<td>16.11</td>
</tr>
<tr>
<td>10</td>
<td>24.90</td>
<td>24.63</td>
<td>24.20</td>
<td>24.66</td>
</tr>
<tr>
<td>19</td>
<td>22.54</td>
<td>22.76</td>
<td>22.47</td>
<td>22.71</td>
</tr>
<tr>
<td>20</td>
<td>20.41</td>
<td>20.63</td>
<td>20.65</td>
<td>20.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18.33</td>
<td>18.42</td>
</tr>
<tr>
<td>21</td>
<td>18.25</td>
<td>18.16</td>
<td>18.13</td>
<td>18.42</td>
</tr>
<tr>
<td>22</td>
<td>16.56</td>
<td>16.70</td>
<td>16.11</td>
<td>16.55</td>
</tr>
<tr>
<td>23</td>
<td>16.19</td>
<td>16.24</td>
<td>16.34</td>
<td>16.28</td>
</tr>
<tr>
<td>24</td>
<td>16.07</td>
<td>15.83</td>
<td>15.93</td>
<td>16.11</td>
</tr>
<tr>
<td>14</td>
<td>24.90</td>
<td>24.63</td>
<td>24.20</td>
<td>24.66</td>
</tr>
<tr>
<td>19</td>
<td>22.54</td>
<td>22.76</td>
<td>22.47</td>
<td>22.71</td>
</tr>
<tr>
<td>20</td>
<td>20.41</td>
<td>20.63</td>
<td>20.65</td>
<td>20.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18.33</td>
<td>18.42</td>
</tr>
<tr>
<td>21</td>
<td>18.25</td>
<td>18.16</td>
<td>18.13</td>
<td>18.42</td>
</tr>
<tr>
<td>22</td>
<td>16.56</td>
<td>16.70</td>
<td>16.11</td>
<td>16.55</td>
</tr>
<tr>
<td>23</td>
<td>16.19</td>
<td>16.24</td>
<td>16.34</td>
<td>16.28</td>
</tr>
<tr>
<td>24</td>
<td>16.07</td>
<td>15.83</td>
<td>15.93</td>
<td>16.11</td>
</tr>
<tr>
<td>30</td>
<td>24.90</td>
<td>24.63</td>
<td>24.20</td>
<td>24.66</td>
</tr>
<tr>
<td>19</td>
<td>22.54</td>
<td>22.76</td>
<td>22.47</td>
<td>22.71</td>
</tr>
<tr>
<td>20</td>
<td>20.41</td>
<td>20.63</td>
<td>20.65</td>
<td>20.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18.33</td>
<td>18.42</td>
</tr>
<tr>
<td>21</td>
<td>18.25</td>
<td>18.16</td>
<td>18.13</td>
<td>18.42</td>
</tr>
<tr>
<td>22</td>
<td>16.56</td>
<td>16.70</td>
<td>16.11</td>
<td>16.55</td>
</tr>
<tr>
<td>23</td>
<td>16.19</td>
<td>16.24</td>
<td>16.34</td>
<td>16.28</td>
</tr>
<tr>
<td>24</td>
<td>16.07</td>
<td>15.83</td>
<td>15.93</td>
<td>16.11</td>
</tr>
</tbody>
</table>
TABLE III. Wave lengths and wave heights measured in laboratory experiments. Each variable is measured five times.

<table>
<thead>
<tr>
<th>d (mm)</th>
<th>F (m/s²)</th>
<th>f (Hz)</th>
<th>Wave length λ (mm)</th>
<th>Wave height H (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>19.79</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>19.36</td>
<td>20.39</td>
<td>20.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>20.28</td>
<td>20.32</td>
<td>20.33</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>19.79</td>
<td>20.39</td>
<td>20.11</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>19.79</td>
<td>20.39</td>
<td>20.11</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>19.74</td>
<td>20.55</td>
<td>20.14</td>
</tr>
</tbody>
</table>


