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Abstract. In this paper, a simple approach to enlarging convergence regions of perturbation approximations is
proposed. Based on the so-called general Taylor theorems, this approach has a solid mathematical foundation.
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1. Introduction

Although perturbation techniques are widely applied to analyze nonlinear problems in science
and technology, they are in most cases strongly dependent on small parameters and therefore
valid only for weakly nonlinear problems. Thus, it is necessary and worthwhile developing
some new analytic techniques which do not depend upon small parameters at all. Some
attempts in this direction have been made and some progress has been achieved. However,
due to the fact that perturbation techniques have been widely applied, it should be beneficial to
propose a simple approach to enlarge the convergence regions of perturbation approximations.

Liao [6-10] proposed a new kind of analytic technique for nonlinear problems, namely
the homotopy analysis method (HAM). Based on homotopy which is an important part of
topology, the validity of the homotopy analysis method doesdepend on whether or not
equations under consideration contain small parameters. This is in essence quite different
from perturbation techniques. As reported by Liao [6—10], the homotopy analysis method is
valid even for those strongly nonlinear problems whose governing equations and boundary
conditions do not contain small parameters. Liao [9, 10] successfully applied the homotopy
analysis method to give, the first time (to our knowledge), explicit, uniformly valid, and purely
analytic solutions of viscous flows over a semi-infinite flat plate governed by Blasius’ or
Falkner—Skan’s equations. Also, based on the homotopy analysis method, Liao [11] greatly
generalized the boundary element method and proposed a so-called general boundary element
method which largely increases the application regions of the boundary element method as a
numerical tool. All of these verify the validity and great potential of the homotopy analysis
method.
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Liao [8] considered a 2D Blasius viscous flow over a semi-infinite flat plate governed by a
nonlinear differential equation

1
S+ S f () =0, n €[0,+o0), (1)
with boundary conditions
f©O) = f(0) =0, f'(+o0)=1, 2)

where the prime denotes derivative with respect tdt is well known that Blasius gave a
solution to the above problem in power series, i.e.

+00 k k+1
1\ Awo 3k+2
— _= , 3
ro=3(-3) @5 ®
where
k-1
3k —1
Ap= A1 =1, Ak:Z( 3 >Ar Ay (k>2) (4)
r=0

ando = f”(0) = 0.33206 has to be numerically given. As pointed out by Liao [8], the power
series (3) can be also obtained by perturbation techniques. However, it converges in a rather
restricted regionn| < 5.690. Liao [8] applied the homotopy analysis method to solve the
foregoing Blasius flow and obtainedamily of power series:

i 1\* Aott? 3k+2
fa) = lim (——) ——1 @, 1 (), nel0,400),-2<u<0, (5
m—-+00 P 2) (Bk+2)!

where A, (k > 0) is given by Equation (4)y = f”(0) and the real functiorb,, , (1) is
defined by

0 (n >m),
_ - m n+k—1
cDm,n(/L) = (_M) k=0 <m—n—k) ( k ),uk (15” Sm), (6)
1 (n <0).
The power series (5) is convergent in the region
2 1/3
—/00<'7<,00[m—1] (=2<u<0)), (7)

which becomes larger and larger g (—2 < u < 0) gets smaller and smaller, where

po = 5.690 is the convergence radius of the Blasius power series (3). Therefore, the power
series (5) may be valid for th&holedomainny = [0, +o0) as|u| (-2 < u < 0) tends

to zero! Moreover, the Blasius power series (3) is only a special case of (5) when-1,
because Liao [8] pointed out that the real functidp , () has such an interesting property

that ®,,,(—1) = 1 for n < m. Therefore, the power series (5) given by the homotopy
analysis method is more general than the perturbation approximation (3), because the former
contains the latter in logic. This example illustrates well the validity and the great potential
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of the homotopy analysis method. Liao [8] further studied the properties of the approaching
function ®,, ,(1) in general and gave a related mathematical theorem, namely the General
Taylor Theorem, by which the convergence region of a traditional Taylor series can be greatly
enlarged in most cases. Our current studies indicate that the so-called approaching function
has more general meanings and can be further generalized, which in many cases can be applied
to enlarge convergence regions of perturbation approximations. Therefore, it provides us with
a simple but effective approach to improve perturbation results.

In this paper we use two nonlinear problems as examples to show this point. Firstly, we
describe the perturbation approximations of two nonlinear problems. Then, we simply cite
the so-called general Taylor theorems, which can provide us with a solid foundation for the
proposed approach. Finally, we illustrate how to simply apply the general Taylor theorems to
greatly enlarge the convergence regions of related perturbation approximations so as to verify
the validity and potential of this approach.

2. Perturbation Approximations of Two Nonlinear Equations

Perturbation approximations are in general strongly dependent on small parameters. Moreover,
in most cases, perturbation approximations are valid in rather restricted regions of considered
small parameters. For instance, we consider here perturbation approximations of the following

two nonlinear problems:

EXAMPLE 1 (Riccati’'s equation). First, let us consider Riccati’'s equation
Y@ +ey?(t) =1, y(0) =0, (8)

wherer > 0,¢ > 0 andy(z) is a real functionSupposehatr is small enough angl(¢) can be
expressed in the form

+00
Y0 = W) 9

k=0

Substituting Equation (9) into Equation (8) and then equalizing its coefficients gives the
perturbation approximation

() = %12 _ %);5 + 18_;0t8 — ;S_i)tll 4= :chkﬂﬂz’ (10)
where
Co = % Cn = _3m5+ ZmiCkalk. (11)
k=0

The convergence radius of the power series (10) is

) 7.83735\ 2
m=( 3 . (12)

&

Obviously, pg is large enough only it is sufficiently small. However, as increases, the
convergence radius of power series (10) decreases. In faat, forl, Equation (10) is al-
most useless. This is a simple but typical example showing that the validity of perturbation
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approximations is strongly dependent on the value of the so-called small parameters under
consideration.

EXAMPLE 2 (Van der Pol’'s equation). Secondly, let us consider the well-known Van der Pol
eqguation

u’(t) + u(t) = e[l — u?(0)|u' (1), (13)

which describes a typical nonlinear self-excited system, wi@pds a real functions denotes
time, ¢ is a real number and the prime denotes the derivative with respedtdomore details,
refer to [1-5, 12, 13].

There are many ways to obtain perturbation approximations of Van der Pol’'s equation
(13). Here, we exactly follow Chen et al. [3] to give the related perturbation approximations.
The difference is only that we apply the automatic derivation softwargHEMATICA and
high-performance computers to get higher-order approximations.

Chen et al.'s approach [3] is classical. ledenote the frequency of vibration. Then, by
means of transformation = wt, Equation (13) becomes

d? d
2 db;(f) Fu(x) = oll — u2(x)] L;ix). (14)
Supposing is a small parameter, we rewrite the frequeacin the form
+00
w = bg + Z bie® (15)
k=1
and the related limit cycle as
+00
u(x) =Y g(x)e, (16)
k=0
where
2m
Pan(¥) = ) car1.2m CO(2k + Dx]  (m=0,1,23,...), (17)
k=0
2m+1
Yom+1(x) = Z cu+1,2m1SIN[(2k +Dx] (m=0,1,23,...). (18)
k=0

Substituting the above expressions into Equation (14) and then balancing the coefficients,
by means of the software MHEMATICA, we obtain the related coefficients of perturbation
approximations one after another in order, say,

Cl,O = 27
3 3
C = —, C = ——,
11 4 3,1 4
1 _ 5
€12 = 8’ €32 = 16’ €52 = 96’
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and so on. Andersen and Geer [1] gave the perturbation expression (@&%3) and listed
the related values df,. The amplitudeA of the self-excited vibration is given by the series

+00
A= Za2j82j, (19)
j=0

where the coefficients,; are given in detail by Dadfar et al. [4].

However, as reported in [1, 4], the convergence of the series (15) and (19) are limited by
the presence of two pairs of complex conjugate singularities located (approximately) at the
point

£2 = R2e*2P0i, (20)

where Ry = 1.85, 8 = 0.897. So, the convergence radipsof the power series (15) for
the frequencyw and the series (19) for the amplitudeare unfortunately only about 1.85.
Therefore, fore greater than 1.85, such as= 2.5,¢ = 3,¢ = 4,¢ = 5 and so on, both of the
perturbation power series (15) and (19) are divergent.

Also, Dadfar et al. [4] pointed out that the convergence radius of the limit cycle (16) varies
with x and is somewhat smaller for valuesxohearr /2 and 3r/2 than for other values of.

Their analysis indicated that, for valuesxobetween 0 and about/4, there exists only two

pairs of ‘fixed’ complex conjugate branch singularity points rather close to those indicated by
Equation (20). Ax increases to values greater thafd, a ‘new’ singularity leaves its position

in the second quadrant and moves toward the imaginary axis and crosses that axis 2.

As x increases above/2, the moving singularity enters the first quadrant and moves toward
the position of the ‘fixed’ singularity in that quadrant. Fof4 < x < 3r/4, the moving
singularity becomes the dominant singularity, because it moves closer to the origin than the
fixed singularity. Atx = 7/2, the distance from the moving singularity to the origin reaches

a minimum of about 1.65. Therefore, the perturbation expressions (16) of the limit cycle is
divergent wherz > 1.65.

The foregoing two simple but typical examples illustrate well the strong dependence of
straightforward perturbation approximations on related small parameters. Obviously, it is ne-
cessary and worthwhile to propose a simple but effective approach to improving perturbation
approximations by means of enlarging their convergence regions.
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3. The General Taylor Theorem

While applying the homotopy analysis method to solve the two-dimensional Blasius flow
problem in fluid mechanics, Liao [8] obtained a so-called approaching fundtipp()
defined by Equation (6). Liao [8] further seriously studied the so-called approaching function
and found that it has some interesting properties such as

cI)erl,n(ﬁ) - CI)m,n(ﬁ) - <I’l T 1) (_h)n(l + h)m—n-i-l’ n<m, (21)
(Dm,n(_l) = 17 n<m, (22)
Mm@, () =1, 14k <1, (23)

and so on, wheré can be a complex number amd> 0 is a finite positive integer. Further-
more, Liao [11] gave such a related mathematical theorem:

THEOREM 1.Let i be a complex humber and a finite positive integer. If the complex
function f (z) is analytic atz = zq, it holds that

. TP (z0) ]
fl@) = '"I_I’T"Okg(:) h (z— Zo)k_ 1 (1)
m—+v - 7
. f®(z0)
— ml_l)I’_T:oo kg(:) I Xl (Z - Zo)k_ q)m,kfu(h)
moroek) T
- mI—I>T00 kXZ(:) _f k(!ZO) (Z - ZO)k_ q)m+V,k+v (h) (24)

in the region determined by

N 1+ﬁ—ﬁ(z_zo>
kel Ek — <o
where§, (k € I) denotes all singularities of (z) and ®,, « (%) is defined by Equation (6).

<1, 147 <1, (25)

Owing to Equation (22), the traditional Taylor seriesfit) atz = zo, i.e.

[ fP(z0)
Jim 2 [ T ZO)k] ’

k=0

is only a special case of the series (24) wies- —1. Besides, the above theorem can be
further generalized. Currently, the author has rigorously proved a more general theorem:

THEOREM 2.Let p, z,z0 and A # 0 be complex numbers4(p) and B(p) be analytic
complex functions in the regiofp| < 1 whose Maclaurin series ar{,f;"{al,kp" and
3125 Buip¥, respectively. Besides(p) = B(p) = 1. Define
k—1
Ak = Z Op—1,i01k—is, M >2,k>m, (26)

i=m—1
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Boo=1Pox=0 k=1, (27)
k-1
Bk = Z Bn-vi Brk—i» m=>2,k>m, (28)
i=m—1
and
m—k n
_ k k +r — 1
Xma(h, A, B) = (=B Y ( i
n=0 r=0
X (l + ﬁ)r Zak,k-i-s IBr,n—sa m = l, 1 = k = m. (29)
s=0
If a complex functiory (z) is analytic atzg but singular atg; (k = 1, 2, ..., N), whereN may
be infinity, the series
400 (k)(Z )
f(zo) + Z |:f 0 Y- Zo)k] Xm.k (M, A, B), (30)
k=1 :
converges tof (z) in the regionD = ﬂ,fio Sy, whereS, = {z : |wx| > 1}, and the complex
numbersy, (k =0,1,2,3,..., M, M may be infinity) are the solutions of one of the following
eqguations:

B(wo) = (1+ )1,
Z—20
gn — 20

l—(1+ﬁ)£(wk)+ﬁ< )A(wk)=0, l<n<N.

We call A(p), 8(p) the imbedding functiart can be proved that the approaching function
xm.k (R, A, B) has such an interesting property that4itp) = 8(p) = p, then

Xmk (N, A, B) = @y 1 (D), (31)
and for definite positive integé,
Iirﬂ Xmix(h, A, B) =1 |1+h| <1 (32)

It means thatd,, . (%) is only a special case of, «(h, A, B) whenA(p) = B(p) = p.

So, we cally,, « (h, A, B) thegeneral approaching functiormherefore, Theorem 1 is only a
special case of Theorem 2 whe¥(p) = B(p) = p. Thus, the traditional Taylor theorem is

only a special case of Theorems 1 and 2. So, we call Theorems 1 and 2 ‘the general Taylor
theorem’ and the series (24) and (30) ‘the general Taylor series(®)fatz = zg. In general,

by the foregoing general Taylor theorems, the convergence region of a classical power series
can be greatly enlarged. We will illustrate this point in the next section.
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4. The Simple Approach to Enlarge Convergence Regions
4.1. RCCATI'S EQUATION

Let 1 be a nonzero real number and rewrite Equation (10) in the form
yoy = lim > ¥, ), —2<p <0, (33)
k=0

where®,, , (u) andC(k =0, 1, 2, 3, ...) are defined by Equations (6) and (11), respectively.
Let z be a complex number. The related classical power series

+00
Z Ci2* (34)
k=0

converges in the regiofz| < ,58, wherepg is given by Equation (12). However, we do not
exactly know the distribution of the singularities. Notice that the limit
Cy 7.83735

lim = , &>0, (35)
k=00 Cyy1 €

exists and is a real number. So, the simplest case is that singularities of Equation (34) are
only on real negative axis. If so, according to the above-mentioned general Taylor theorem
(Theorem 1), the following power series

lim >~ Cex* @, (), (36)
k=0

m——+00

whereu andx = Re{z} are real numbers, would be valid in the region
=3 5| 2
—pp <X < Pg m—l, —-2<u<0. (37)

Our numerical calculations verify that this is indeed true. So, setting 3 into Equa-
tions (36) and (37), we have the conclusion that Equation (33) is valid in the region

2 1/3
—,50<t<,60|:m—1:| , —2<u<0. (38)
The curves given by the series (33) for= 1 and different values oft are as shown in
Figure 1. Clearly, the smaller the value jpf|(—1 < u < 0), the larger the convergence
region of the series (33). What we would like to emphasize here is that, due to Equation (38),
asu (—2 < u < 0) tends to zero, Equation (33) may be valid in the regighy < t < +o0.
Therefore, Equation (33) may be valid in a region much larger than that of the corresponding
perturbation approximation (10).
Besides, due to the general Taylor Theorem 2, we can rewrite Equation (10) in the form

Yoy = lim Y Cur® oy, A B), —2<p <0, (39)
k=0
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Figure 1. Comparisons of the series (33) with the perturbation solutions (10) of Riccati’s equation (8} whi&n
Curve 1: series (33) whem = —1/2; curve 2: series (33) when= —1/4; curve 3: series (33) when= —1/10;
curve 4: numerical solution; curve 5: perturbation solution (10). Horizontal axsrtical axis:y(z).
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Figure 2. Comparisons of the series (39) with the perturbation solutions (10) of Riccati’s equation (8} whi&n
Curve 1: series (39) whem = —1/2; curve 2: series (39) when= —1/4; curve 3: series (39) when= —1/10;
curve 4: numerical solution; curve 5: perturbation solution (10). Horizontal gxisrtical axis:y(z).

where, without loss of generality, we set

A(p) =B(p) = (" —D/(e - 1). (40)

The curves given by the series (39) for= 1 and different values oft are as shown in
Figure 2. Comparing Figure 1 with Figure 2, we note that for the same valueq-ell <

u < 0), the convergence radius of the series (39) is larger than that of the series (33). And
when—1 < u < 0, the convergence radius of the series (33) and (39) is always greater than
that of the traditional perturbation power series (10). This example illustrates well that we can
greatly enlarge the convergence region of a perturbation approximation by simply applying
the approaching function®,, , (1) and x,, (i, A, B).
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4.2. VAN DER PoL’S EQUATION

Using such a variable transformation that

82

\/ R$ — 2R3¢2cospy + &*

w

Andersen and Geer [1] and Dadfar et al. [4] enlarged the convergence radius of Equations (15)
and (19) to infinity. Besides, by using the variable transformation

&

J(RS — 2RZ62 cospo + £4) (1.6 + £2)

w

Dadfar et al. [4] recasted the limit cycle (16) into a new series ithose minimum radius of
convergence is about 0.953 corresponding to a radius of convergenceshpldnge of about
3.97.

Here we show that, not using any of new variable transformations, we can simply apply
the above-mentioned general Taylor theorems to enlarge the convergence of the series (16).
Let u be a real number. Through Equation (15), we give the followiag)th-order HAM
approximation of frequency in the a form

m

wom = bo + Zbké‘Zk@m,k(M), —-2<npn<0, (41)
k=1
so that
m
w = mlm-&-oo wom = bo + mlm&-oo kX; bkgzk(bm,k(:u)’ —-2< n < 0, (42)

where®,, , (1) is defined by Equation (6).
Let z be a complex number. We consider such a related complex power series

m

W@ =bo+ lim 3 bz i) (-2<p<0). (43)
k=1

According to Andersen and Geer’s [1] work, the closest singularities f lim, > bxz*

to the origin are abouk?2 e*fo, whereR, = 1.85, Sy = 0.897. Let; = Re{z} denote the real
part ofz andu be a real number. Then, according to Theorem 1, the convergence region of
the real series

m

bo+ lim ;bkgkcbm,k(u) (—2<p <0 (44)

must be in such a form that
V11— @+ p2sint2f) + (14w cos2ho) _ ¢
|l RS

_ V1 (4 w?sin'(2fo) — (1+ ) cos2fo)
|l '

(49)
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Figure 3. Comparisons of the series (42) with the perturbation solutions (15) of Van der Pol's equation (13).
Curve 1: series (42) whem = —1/2; curve 2: series (42) when= —1/4; curve 3: series (42) when= —1/10;
curve 4: numerical solution; curve 5: perturbation solution (15). Horizontal axigrtical axis: frequency.

Figure 4. Comparisons of the series (47) with the perturbation solutions (15) of Van der Pol's equation (13).
Curve 1: series (47) whein = —1/2; curve 2: series (47) when = —1/4; curve 3: series (47) when= —1/10;
curve 4: numerical solution; curve 5: perturbation solution (15). Horizontal axigrtical axis: frequency.

Thus, substitutingg = &2, Ry = 1.85, By = 0.897 into Equation (45), we get that
Equation (42) is valid in the region

V1—-0.952(1+ )2 4 0.221(1 + p)
|l

Our numerical calculations verify that the above expression is indeed right, as shown in Fig-
ure 3. Notice that the smaller the value |off (—1 < A < 0) the larger the convergence
region of the series (42). We emphasize thatugs-2 < u < 0) tends to zero, the above
expression giveg| < +oo so that formula (42) may be valid fanyvalues ofs. Therefore,
Equation (42) may be seen as a closed-form analytic solution of frequentyan der Pol's
equation (13). Notice that the corresponding perturbation approximation (15) is valid only in
a rather restricted regiga| < 1.85!

Also, to apply Theorem 2, we should rewrite Equation (15) in the form

le] < Ro , —2<u<0. (46)

m

wo, = bO + Zbkgszm,k(Ma A, 0(3)7 -2 < n < 0, (47)
k=1
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where we select4(p) = B(p) = (e? — 1)/(e — 1) for the general approach function
xm.x (R, A, B). The curves of the series (47) for different valueg.@fre as shown in Figures 4.
Comparing Figure 4 with Figure 3, we note that for the same valugg-eflL < u < 0), the
convergence region of the series (47) is even larger than that of the series (42).

Similarly, we can apply the general Taylor theorems to enlarge the convergence region of
the series (19) for the amplitude of the self-excited vibration. To do so, we simply rewrite
Equation (19) in the form

m—+00 <

m
A= lim Zazjsz-’lcbm)j(u), —2<u<0. (48)
j=0

In the similar way as mentioned above, we can conclude that the above series converges in the
region

V1 —0.952(1 + )2 4+ 0.221(1 + p)
|

Notice that the convergence region increases as the valyg 61 < 1 < 0) decreases, as
shown in Figure 5. Especially, we emphasize that, due to Equation (49)) és1 < u <
0) — 0, the series (48) is convergent famy values ofs.

Similarly, we can also apply the general approach funcgign(h, A, 8) to increase the
convergence region of the series (19). To do so, we rewrite Equation (19) in the form

le] < Ro , —2<u<0. (49)

m
A= mﬂmoo X;azjsz-’xm,j(u, A, B), —-2<u<0, (50)
J=

whereA(p) = B(p) = (e? — 1)/(e — 1). The comparison of the series (50) for different
values ofu with the perturbation series (19) is as shown in Figure 6. Comparing Figure 6 with
Figure 5, we note that, for the same valuesugfthe convergence region of the series (50)
is larger than that of the series (48). Also, in all cases under consideration, the perturbation
series (19) possesses the smallest convergence region. This means that the approach functions
d,, «(h) and x,, «(h, A, B) can indeed increase the convergence region of a perturbation
power series.

As mentioned in Section 2, the perturbation approximation (16) for the limit cycle of Van
der Pol’s equation is divergent when> 1.65. By means of the general Taylor theorems, we
can also enlarge the convergence region of (16) in a similar way. For example, we can rewrite
the (2m)th-order HAM approximation of the limit cycle in the form

tton (¥) = 9o(x) + Y _[9ac-1(0)e* ™+ @2 ()6 10y 4 (), (51)
k=1

where v is a real numberg,(x) is defined by Equations (17) and (18), afg, x (1) is
defined by Equation (6). Notice that Equation (16) is not exactly a power series so that the
general Taylor theorems cannot be directly applied to it. Even so, our calculations illustrate
that Equation (51) can indeed converge in regions lafrger than 1.65 for properly selected
values ofu. For instance, in the case ot 2.0, the 36th-order HAM approximation given by
Equation (51) whem = —1/2 agrees very well with the corresponding numerical result, as
shown in Figure 7. In fact, even the 24th-order approximation is accurate enough. Moreover,
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Figure 5. Comparisons of the series (48) with the perturbation solutions (19) of Van der Pol's equation (13).
Curve 1: series (48) whem = —1/2; curve 2: series (48) when= —1/4; curve 3: series (48) when= —1/10;
curve 4: numerical solution; curve 5: perturbation solution (19). Horizontal axigrtical axis: amplitudet.
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Figure 6. Comparisons of the series (50) with the perturbation solutions (19) of Van der Pol's equation (13).
Curve 1: series (50) whem = —1/2; curve 2: series (50) when= —1/4; curve 3: series (50) when= —1/10;
curve 4: numerical solution; curve 5: perturbation solution (19). Horizontal axigrtical axis: amplitudet.

in the case ot = 2.5, the HAM approximations given by Equation (51), when= —1/5,
converge to the exact limit cycle as the order of approximation goes up, as shown in Figure 8.
For further, largee, more terms are needed to propose a satisfactory approximation of limit
cycle. We emphasize that the perturbation approximation (16) of the limit cycle is divergent
for ¢ > 1.65 but Equation (51) can be convergent for- 1.65 as long as: is properly
selected.

All of the above illustrate that the approaching functiehg , () and x,, «(, A, 8) in-
deed have more general meanings so that it can be applied to enlarge convergence regions of
perturbation approximations which are not even in the form of power series.
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5. Conclusions and Discussions

In this paper, we use two nonlinear differential equations as examples to illustrate a simple
approach to enlarging convergence regions of perturbation approximations. The foundation of
this approach are the so-called general Taylor theorems, which provide us with a solid, rational
base. The two examples illustrate that the so-called approaching funétipng:) defined by
Equation (6) and,. . (h, A, B) defined by Equation (29) have indeed more general meanings
which can be simply applied, in most cases, to greatly enlarge the convergence regions of
the perturbation approximations. This provides us with a simple but effective approach to
improving perturbation approximations.

Why is it possible that the convergence region of a general Taylor series (24) and (30)
depends upon the value bf(|1 + #| < 1) and may be greater than that of the corresponding
classical Taylor series? To explain this, let us consider a complex power series in general, say,

m

mﬂmoo kX_; c(z — zo)k. (52)
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u'(t).
Write g, = (z — zo)* (k > 0). Then,ey, €1, &, ..., &, ... constructs a base and

C=(co,C1,C2y .. Cky...) ERT® (53)

can be considered as a known pointhif>. Letr € R*> denote a point in general. The
classical Taylor series (52) is in fact a kindlwhit as the point € %t tends to the known
pointc € %1 along such anique(traditional) path

(COa Oa Oa Oa .. -)’
(COv 1, 07 07 07 .- ')7
(C07 1, C2, Oa Oa Oa .. -),

(C07 Cl7 C27 ceey Ck’ O’ O’ O’ .. ')’
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so that the classical Taylor series (52) is convergent in the region
|z — zol < po, (54)

wherepg = min|é, — zo| andé&, (k € I) denotes all singularities of the complex function
related to Equation (52). The corresponding general Taylor series

im > (k&) xmk (B, A, B), (55)
k=0

m——+00

wherey,, « (h, 4, B) is defined by Equation (29), is also a kindliofit as the point € R
tends to the known poirt € )1+, but along such amfinite number ofdifferentpaths

(coxoo(h, 4, B),0,0,0,...),
(coxzo(h, A, B), c1x1,1(h, A, B),0,0,0,...),
(cox2.0(h, A, B), c1x21(h, A, B), cax2.2(h, A, B),0,0,0,...),

(coxr.o(h, A, B), cixk1(h, A, B), caxr2(h, A, B), ..., cexer(h, A, B),0,0,0,...),

so that the convergence region of the series (55) is dependent upon the pafaaretehe
two functionsA(p), B(p). For example, in a special casebfp) = B(p) = p, the general
Taylor series (55) is convergent in the region

Z—20
1+h—h
m - (Ek—zo>

kel
where&(k € I) denotes all singularities of the complex function related to Equation (52).
We emphasize that the convergence region given by Equation (56) strongly depends on the
value of#. Note that, owing to Equation (32), lim, 1o xm.x (7, A, 8) = 1 holds in the case
of |1 4+ h| < 1 for any finite positive integek so that, although different values afand
different functionsA(p), 8(p) correspond to different paths, all of them approachstme
pointc € \T>°. Moreover, owing to Equation (22) and Theorems 1 and 2, in the special case of
h = —1andA(p) = B(p) = p, the path is exactly the same as that for the classical Taylor
series (52) so that, in this case, Equation (56) gives the convergence region (54). Thus, the
approaching function®,, ,(h) and x,, « (2, A, 8) can define different paths for approaching
a known point in an infinite-dimensional space.

The expression (56) is reasonable, because the limit of a function having more than two
variables is mainly strongly dependent on paths approaching a given point. For example,
consider a simple limit

Vx2+y2+ 272

lim
(x,5,2)—(0,0,0) |x|

<1, |1+nhl <1, (56)

(57)

Assume that the approaching path is defined by

y=ax¥, z=p8x", y>0. (58)
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Then, we have the limit

1 y>1
24 y2 4 72 g ’
g T = V2T =1 9
(x,y,2)—(0,0,0) x| 400, O<y <1,

which is strongly dependent on the path. That is to say, although the point (0,0,0) is singular,
the limit (57) is so strongly dependent on the way of approaching this point, that the limit itself
may be quite different. This simple example can well explain why the convergence region (56)
of the general Taylor series (55) may be dependent dépamd the two embedding functions
A(p), B(p). Although, by the general Taylor series (55), all paths tend to the same known
pointc € M, they are however different for different valuestoéind different embedding
functionsA(p), B(p). Therefore, the general Taylor series (55), as a kind of limit, is strongly
dependent o and two embedding functiong(p), B(p). Certainly, some of them may be
better than others and can give series which are convergent in larger regions. This is the reason
why we call®,, , () the general approach function, respectively, and also the essential reason
why @, « (h), xm.x(h, A, B) can enlarge the convergence region of a classical Taylor series.
Similarly, if we writeg, = ¢%**1sin[(2k + 1)t] (k > 0) and&, = ¢%* coq(2k + 1)t] (k > 0)

and consider them as a base, we can understand why the convergence region of Equation (51)
is also dependent olnand embedding functiong(p), B(p). Therefore, for any an infinite
sequenciaroo c,& within the classical meaning, wheggis a base in general, one can write

such a related general sequence

m

lim Z(ckék)xm,k(ﬁ, A, B), |1+h <1, (60)

m—+00 P
whose convergence region is a functionfofand two embedding functiong(p), B(p).

This might explain why the approaching functidr, (%) and the general approach function
xm.x (R, A, B) can enlarge the convergence region of an infinite sequence not in the form
of power series. Therefore, the approaching funcpan (-, 4, 8) has indeed some rather
general meanings.

The proposed approach is based on the so-called general Taylor theorems cited in Section 3
so that it has a solid mathematical base. In fact, it can be proved that the Euler transformation
is only a special case of Theorem 2. The detailed mathematical proofs will be given elsewhere
in the near-future, if possible.

For the proposed approach, perturbation sequence at a rather high order of approximations
had to be given. This is nearly impossible to calculate by hand. However, we are now in
the time when both computer hardware and software have developed rather quickly so that
the computer has become an indispensable, powerful tool. By means of high-performance
computers and some well-developed software such asHEMMATICA, MAPLE, and so on,
it is now not very difficult for us to get very high-order perturbation approximations. So, the
proposed approach has practical meanings.

The advantage of the proposed approach is its simplicity in application: we do not need
to rewrite a perturbation power series in a new variable and, besides, we do not need to
know the exact positions and properties of all singularities. In many cases, the proposed
approach is a kind of simplification of the homotopy analysis method [6-10], because, by
means of the homotopy analysis method, we can obtain the same corresponding results and
even some better approximations if we use proper auxiliary linear operators, as pointed out
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by Liao in [9, 10]. The difficulty in applying the proposed approach is that, for perturbation
approximations not in power series, we currently have no idea of how to exactly determine the
related convergence regions, although, as shown in this paper, the proposed simple approach
would indeed seem valid in this case. Even so, the considered two examples illustrate well
the validity of the proposed simple approach to enlarge convergence regions of perturbation
approximations.
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